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Exercise 1

Let us start from the Maxwell action:

1
/ d%ZF‘“’FW : (1)

The equations of motion are then:
O F" =0. (2)

Expanding into spatial and time components, recalling that A* = (gp, /T), we get:

M =9, (0"AY —8"A") = v =0 = DOp+d(Bp+V-4A) =0

Vo =0; (3)
v=1 = DAi—ﬁi(aﬁO*Fﬁ'/Y):O
Al — 8,5 =0, ()

where, in (3) and (4), we have imposed the Coulomb gauge condition, V-A=0. We see that the v = 0 equation for ¢ is
only a constraint equation, in the sense that ¢ has no equation of motion with a double time derivative, and therefore is not
a dynamical field. Provided appropriate boundary conditions, it can therefore be solved for all times in terms of the other
dynamical fields A by solving the constraint equation (3) and substituting it in (4).

Since (3) only fixes ¢ up to some (possibly time-dependent) integration constants, our gauge choice V- A = 0 does not
completely fix the gauge. To fix this residual gauge freedom, we can impose ¢ = 0. To show this makes sense, let’s say
we start fem a gauge where ¢ # 0, and show it is possible to make a gauge transformation to the ¢ = 0 gauge. That
is, if ¢ = f(t) where f is an arbitrary function of time, we can make the gauge transformation A, — flu = A, + 0.\
(where A is an arbitrary scalar function) by choosing 9;A = —f(t) (note that we know this is always possible since this
is a gauge transformation and so jlu still satisfies the equations of motion, in particular V2@ = V2(p — 9'\) = 0) and
5”3,-%\' = 0, which always has a solution. Making this gauge transformation, we remain in the Coulomb gauge, since then

VA=V - A-V2A=V-A=0

Now, looking at the operator
V.V,
Py =i - 5 ()
we can show that this is indeed a projection operator if we show P;;Pj, = P, (note that here, (V2)~! is defined as the
Green’s function for the Laplacian). Therefore:

ViV . ViV; ViV
% vz o v?
ViVe  V,V2V,
= O —2 V2 v2V2
= Py. (6)

Pijpjk = 5ij5jk_25ij

We can read off the propagator from Maxwell’s Lagrangrian in the Coulomb gauge:

1 v 1 i
Lcoulomb = Z ;,LVFH = _iAiDA . (7)
Therefore, the propagator is:
5.
Dr(k Coulomb _ ) . 8
F( )lj ]f2 _ 7:6 ( )



The Coulomb gauge fixed propagator that was defined in class is

outom, 1 klk/‘
Dp(k)gtoms = 2 e <5ij - k2]> : 9)

To argue that Dpg(k) and Dp(k) are indeed equivalent at tree level for physical processes, we only need to realize that

(51‘]' - kk]§7) being a projection operator, the role it plays in the propagator is to project out the two physical degrees of
freedom of the photon out of the three dimensional vectors it acts on. Since at tree-level there are no virtual particles in
loops and all the states are on-shell, the projection operator acts trivially.

Exercise 2

We'll solve this question in some detail highlighting several general features of the calculation. Consider the potential

1
V(g) = gmw’e® (10)
This is the harmonic oscillator, one of the two solvable problems in quantum mechanics, the second one being the hydrogen
atom. All paths ¢(t) have the property that
9(0) =gq,  q(T)=qy (11)
In this case, the classical path will play a role in the evaluation of the path integral. We will expand ¢(t) about the classical
path g.(t), which is defined as the path obeying

Ge +w?q. =0, q(0)=gq;, q(T)=qs (12)

This equation is easy to solve, all solutions must include sin wt and cos wt with the general solution being a linear combination.
However it is much nicer to choose sinwt and sinw (T — t)!. Now,

1

q.(t) = pr— (grsinwt + ¢; sinw(T —t)) (13)

which solves (12) and satisfies the boundary conditions. The action for the classical path is given by

Stad = gm [ dt(gz — ) (14)

Integrating this by parts we get,
1 , I .
Slad = gmlacd )y = gm [ dt auldi + e (15)
0
where the last integral vanishes since ¢. obeys the equation of motion (12). Substituting the boundary conditions in (15) we

get

Slac] = ym (a7de(T) - 41de(0)) (16)

Using the explicit solution (13), we get

—2q5qi + (qF + ¢}) coswT

Sla.) = mew e (17)
Now comes the clever bit, we can write a general path as
q(t) = qc(t) + f(t),  f(0)=f(T)=0 (18)
For S[q] quadratic in ¢ then
Slal = Slac] + S[f] (19)

is exact since S]g| is stationary at ¢ = ¢g.. (If you vary the action, you get the classical equations of motion - that is what
the action comes from) i.e. note that there are no linear terms in f. This is analogous to expanding a function around a
minimum, where the first terms in the expansion will be the value of the function at the minimum and a term quadratic in
the deviation from the minimum.

We have also assumed that f is small, meaning that only paths close to the classical path will contribute to the integral.
Furthermore, we can assume

dlg] = d[f] (20)

IThese are actually identical in the case wT = n7 for some integer n. In this case there is no classical solution unless ¢ = (=1)™go. This special
case is ignored here.




which is true for ordinary integrals, namely that d(z + a) = dzx for constant a (this is also makes sense in terms of the more
formal definition of the measure of the path integral given in lectures). We can now write that in this particular example,

K(ap,ai:T) = / dlgleS1d) = ¢islad / d[f]esY) (21)

Note that the integral is independent of g;, g, thus all the dependence on the initial and final points is contained in the pre
factor. There are various ways to derive the second factor: we use the one which is potentially useful later on in AQFT.
Expand f(t) in terms of a convenient complete set. We use a Fourier sine series for f:

Z an\/7 sin nit (22)

The sine functions form an orthogonal basis for functions vanishing at ¢t = 0 and ¢ = T. We can write, integrating by parts,
noting f(0) = f(T) = 0 and using orthonormality,

T . 2 2
S =—gm [ @t = gm S a (U

-u?) (23)

We assume the relation

f1=c ] dan (24)

where C is a normalisation constant.? We are now in a position to express the integral in the form

Jatnes1 = [ dae®esC7) (25)
n=1

The basic interval (solved by rotating the contour) is

o i 271
/ dyef)‘y2 = T (26)
—o00
It is convenient to write

/ d[f]e*SV] = C’OH (27)
w2T?2

n2m2

where we have absorbed constants like ([]°2; n)~" into Cp. This factor is divergent, but does not depend on any of the
critical parameters. (We will of course not talk about infinities here). In the free case w = 0, this product is equal to one

and we are left with
m

21T
which fixes the normalisation. This result was derived for the free theory in lectures. See also Hugh Osborn’s AQFT notes
for details http://www.damtp.cam.ac.uk/user/ho/Notes.pdf. What can we say about this infinity product? It can be shown

that
ad w?T? sinwT’
1— = 29
(- oh) - &

n=1

Co =

(28)

(Note that both sides have the same zeros as functions of wT. Furthermore, they both go to one as wT — 0. Several other
observations show that both sides have the same behaviour and are actually identical.)

Ultimately,
dlf S — 30
/ 2772 sin o.)T (30)

which is a nice everyday function. The overall result, in all its glory, is the following:

mw . *24f<11'+(q§+ql2)C05wT

K(QfaQi;T) =, /—¢'"m¥ SsinwT (31)

2misinwT

To check this, note that there are eigenfunctions |n) of H with

B, - (n + ;) w, 1= Innl (32)

2Thinking about the formal definition of the measure of a path integral (lecture notes/almost any book on QFT that does path integrals,
e.g. Zee), if we consider t, = er, with e = T//(n + 1), then the transformation from f(¢,):r=1,---,N to ap:n=1,---, N is an orthogonal
transformation so that []df(t-) =[], dan




A formula that can be obtained by using standard quantum mechanics is

* —i(n+i)w
K(qp,q:T) =Y tulqp)iy(g)e 20T (33)
In the situation where T' = —iT, 7 — o0
2isinwT — 7, 2coswT — €7 (34)
We find that
. T MW _1,r —Lmw(qi+q? * —Lwr
K(ag s —ir) 7225 [T e B imata o) = o () (gr)e (3)

In this special case, the results match.

Few Comments:

1) Generally speaking, integrals of the form [ dz ¢ are rather ill-defined because they do not converge absolutely.

It is much better to consider integrals of the form [ dx e’

that

for A > 0. The same thing happens with path integrals; note

sta= [ a (3mit —vi0) (36)

is normally a real quantity. But in order to obtain well-defined integrals, we consider an analytic continuation of time
t— —it, T — —in (37)

so that the path integral now becomes
2 — [Tldr(im dg)2 v
(lep(~r)lao) = [ dlgje 773 5010) (39)

The point is that the RHS integral above has a rigorous definition for a wide class of potentials V', subject to the requirement
that V is bounded from below.

2) Path integrals provide a method for making non-perturbative approximations; we will show this for the example of
tunnelling. A widely know example form quantum mechanics is that particle can tunnel through a potential barrier. Con-
sider a potential V' (g) with 2 minima at go and ¢, i.e. shaped like a ”TW”. We want to calculate the amplitude to get from
qo at time tp to q1 at time ¢y, eventually taking the limits t) — —oo and t; — co. So use the path integral to valuate

(q1]exp(—iH (t1 — to)|qo) (39)

One way of proceeding with there path integrals is to expand around a classical path

q(t) = qe(t) + f(1) (40)

where the classical path ¢.(t) satisfies the classical equations and given boundary conditions. In general, there will not
necessarily be a classical path; here this is in the case when the total energy is smaller than the maximum of the potential
between gg and ¢;. We make use of analytic continuation ¢ — —i7, such that

isla = - | dr Gm (jq) n v<q>> (41)

and we are interested in the limit ¢y — —oo and ¢; — oo. (Note that this actually means that we choose a different contour
in the complex place to evaluate the integral. This is a method commonly used to evaluate integrals over analytic functions
and we have infact already used it in the calculation above. One makes use of this in the method of steepest descent for e.g.)
The classical equation for ¢.(7) is now

d2
_ : "(g.) =0 42
m——ste + V'(4c) (42)
which we integrate once to get
1 dqe 2
_ - 1V = F 4
2m ( dr ) (gc) (43)

This is similar to classical mechanics, but with one sign flipped because of our funny change in time. We want a situation in
which as 7 — +00,¢(7) = qo or ¢(7) — g1, where V(qo) = V(g1) = 0. But if it is smoothly going to these points we must
also have
dqe
dr

_dge
T dr

=0 = E=0 (44)

g9=do



In this situation we can actually solve this, assuming ¢; > go and therefore taking the positive square root, we get

dqc 12V (qc)
dr m (45)
Now substitute this in to evaluate iS[q.],

S[qc=—2/ dTch——/ dg \/2mV (q) (46)

q0

because dr = % for this solution. As we have seen in the case of the harmonic oscillator, the dependence of the path
q

integral on the initial and final points is contained in e**1%)  so the tunnelling amplitude will be proportional to
e quol dq \/2mV (q) (47)

This is an exponential suppression which is a real quantity, non-zero in all cases, also known as the Gamov factor. The path
integral calculation gives the same result as WKB in a relatively simple way.

Exercise 3

As the question says, this is bookwork and can be found in most QFT textbooks. For a free version, see pages 18-24 of Hugh
Osborn’s advanced quantum field theory lecture notes, available at: http://www.damtp.cam.ac.uk/user/examples/3P5a.pdf.
Let us begin by calculating a so-called n-point correlation function. This is defined as

J D6 $la) .. oan)es

im (O[To(x1) ... o(z) exp(i / Hat))o) = oy (48)
We take the ratio because the path integral is defined up to a normalisation constant.
Now, let us express this correlation function in terms of the sourced path integral
J = / DeetS+iIe (49)
to get
.5 .8 .
57y ) \ T V0@ )\ T e @ Z1J]
(O { (1) . ()} 10) = Ciotin) ( ;[2)} ( ) , (50)
J=0
where we have also used the short-hand notation
T
T{o(x1)...0(xn)} = Tlgn To(x1) ... d(xy) exp(i/ Hdt) . (51)
o0 -T
Let us begin by studying free scalar theory. Then
Z[J] = Z[0] exp (;JA 1J> (52)
where “JA~1J” is shorthand for
[ dy 30147 )3 0), (53)
and A~!(x,y) is the Green’s function from lectures
AN y) =~ (). (54)
’ —O+m2"’
This allows us to calculate the free two-point correlation function
O (6o} 0) = (=0 ) (~izr ) exp ( LIA7
= —1 — X
Y 50 (x) 5J(y)) P
(2, e
= (—1) [zA x,y) /du iAT (2, u) /dv iAT (y,v)J (v )] exp<2JA J) » (55)

— (CiiA (oy)
= _iA_l(x’ y) )



where we see that because the path integral is evaluated at J = 0, no free Js can survive after differentiation, except for
in the exponential. Thus, we see that the 2-point correlation function is just (—i) times the Green’s function and we can
express it diagramatically by a line joining points z and y.

Similarly, for the 4-point correlation function

oI towomeo) 0 = (<is5) (<iss) (<) (S ) o (574747)
= (=) [iA (@, y) iA7 (z,w) + A7 (2, 2) iAT (y, w)

+iA (@, w) iA7 (y, 2)] exp (56)

J=0
= (=A™ (2,y)) (—iA (2, w)) + (—iA™ (2, 2)) (—iA™ (y,w))
+ (—iA™ (z,w)) (1A (y, 2))

We can draw diagrams for these terms again by joining the three pairs out of x, y, z, w by lines and for each line between the
points, say x,y we associate a propagator —iA~!(z,y).

Let us now study interactions before moving to momentum space (which we will show is relevant for scattering). The
interacting 2-point correlation function can also be written as

ATTRP i ), g,_i“i”) fe 57)

nt [0] ’
J=0
where

, . . 0
T = [ Do orits oy [ (52| 2y (59)

For ¢* theory the potential term is V(¢) = %(;54 giving

exp | =iV ~iz || = exp |~ u% —z’wé(u) ' , 59
o[ () = |4 (i) | )
exp {—iV (—zsj)] =1 —i/du% (—16J‘zu)>4+... . (60)

Now we can calculate the numerator of (57)

(i57m) sz 7l o (5w) (i7) (1 - fang <iaJiu>)4 o ) Zireel]
= 210 (~i55035) (i) (1= [ (i) )

X exp [;JAlJ]

which we Taylor expand

—~

J=0

= Zfreel0] [—iAl(z,y) — i/\/dz (—iA™ (2, 2)) (—iA7 (2, 2)) (—iA7 (y, 2))
—iX (—iA (2, y)) /dz (=iA7Y(z,2)) (=iA7 ' (z,2)) + .. ]

Again, we can express these terms diagramatically to find again the first term corresponding to a propagator from x to y
which gives a contribution —iA~!(z, ). The second term corresponds to a propagator with a loop attached. Each propagator
gives a contribution —iA~! while the vertex gives the contribution —i\. The final term is disconnected: it is a propagator
from x to y again and a vacuum diagram.

David Tong’s lecture notes (section 3.7) discuss that these diagrams factor as

(i) (i) 7t

Returning to (57) we see that the denominator will just give the vacuum bubbles so that the whole two-point correlation
function is just

= (connected diagrams) x (vacuum bubbles) . (62)
J=0

OIT {o(z)p(y)}0) = Z(connected diagrams) . (63)



Finally, we want to go to momentum space which corresponds to calculating

/ dz dy e~ (O[T {p(x)d(y)} |0) (64)

It is sufficient to study the free correlation function to understand how the Feynman rules are modified. We find

/ dx dy e~ (O[T {p(x)d(y)} |0) = / do dy P e — A"\ (z, y)

i —i dk —1i ik(o—
:/dxdyepe qy/(Q7T)4k2+m2€ k(z—y)

dk —i ix(p—k) jiy(k—
:/(277)4 i dy e ko)

_ —i _ iy(k—q)
/dk dyk2 T m25(p k)e

4 —1
= (2m) /dk’m5@ —k)o(k —q)
—q 4
- (2m)" é(p—q)-
Thus, we see that now overall momentum conservation is imposed (27r)4 0(Pinitial — Pfinal) and we use the momentum
representation of the propagator )
—i
] 66
p2 + m2 ( )
Finally, let us turn to scattering amplitudes.

(q|S|p) = \/AE4E,(0]agSal|0) . (67)

We can then write

afj0) ~ / dz(x)e=*|0) (68)
and so we see that the scattering amplitude will give
(lSlp) ~ / dadye= Vet (0T {(z)d(y)} 0) (69)

so that n-particle scattering amplitudes are just Fourier transforms of n-point correlation functions. Thus, we summarise
that we get the following Feynman rules. Draw all connected diagrams with required number of external lines and label
external momenta where only 4-point vertices are to be included. Associate

e for every internal propagator a factor of ﬁ,

e for every vertex a factor of —il,

e for every internal loop an undetermined momentum & and an integral with measure [ 571;4’

e impose momentum conservation at every vertex and overall by (27r)4 O (Pin — Dout)-

Non-examinable details: LSZ reduction formula

Scattering amplitudes can be more carefully calculated using the LSZ reduction formula which states that

<q1a q2,--- qn|S|p1ap2 .. pm> = in—‘rrn/Cl‘lxleiqlx1 (_Dzl + m2> /\d4x2eiqzx2 (_Dajz + m2)
X /...d4xneiq"m" (—-Oz, +m?) /d4yleip1y1 (—-Oy, +m?) /d4ygei”w2 (=04, +m?)  (70)

-~-/d4ym€i”my’" (= Oy, +m2) (OIT {$(@1)d(2) ... d(2n)b(y1)b(y2) - - S(ym)} 0) ,

which can be further simplified by Fourier-transforming the (n 4+ m)-point correlation function

O|T {(z1)p(x2) ... d(xn)d(y1)D(y2) - - . d(ym)} 0) :/%Hﬂd‘*kl d*ky ... d*k, d*ly dPly. .. d*l,
(2m) (71)
xe himemikora | omilivagmilmym T ilmm GOy oy K ey D)
Then the LSZ reduction formula becomes
(q1,92,- - qu|SIP1, D2 - - . pm) = "1 (a7 +m?) (5 +m?) ... (¢2 +m?) (p} + m?) (p3 +m?) ... (p2, + m?) 72)

X Gn-"—m(qhq?v ce s qn,P1,DP2, - - - 7pm) .

This is just saying that we calculate the (n + m)-point correlation functions in momentum space but don’t include the
propagator for the external legs (these are exactly cancelled by the (q2 + mz) factors).



Exercise 4

We can do the same thing as in exercise three to obtain the Feynman rules. The only change now is that there is a 3-point
vertex which gives a factor of —i\.
There are three tree-level diagrams

N ’ N /
AN 7/ AN /
X A X /
N 7 noN s om JZREAN ;D
N s
n s Y
AN A 7
N / I Iy
> - < | )
s N [ 1N
~ X A s\
»o N PN , \
, N P P P Nz
A A
s N s \
/ N / \

They have two vertices and one internal line whose momentum, k, is completely fixed by momentum conservation. Let us
label initial momenta pq, p2 and final momenta ps3, ps. Then for the first diagram the internal momentum is

k=pi+p2, (73)
while for the second diagram it would be

k=p1—ps, (74)
and for the third it is

k= P1 —Pa- (75)

We then have the amplitudes

4 )2 —i
Ay = (27)" 0 (p1 + p2 — p3 + pa) (—iA) PR
(p1+p2)” +m

= iA2 (2m)* 0 (p1 + p2 — p3 + pa) PRV
(p1+p2)”" +m

(76)
Ay = i)\2 (27r)45(p1 +p2 — ps + pa) VTR
(p1—p3)" +m
AS = Z)\2 (277)46(2)1 +p2 — P3 +p4> —22 .
(p1 —pa)” +m
Ay + Ay + Ag = Aoy = i (27) " 5(p1 +p2 — ps +pa) M . (77)
Let us define the Mandelstam variables
s = (pl + p2)2 )
= (1 —ps)° (78)
u=(p1— p4)2 .
Then, the total amplitude can be written as
A iX2 (2m) 6(py + + pa) LI SN (79)
otal = 7T - .
total P1T P2 —P3 T P4 stmZ  trm?  utm?
Finally, the differential cross-section is given by
d Bl M2 B At 1 1 1 72
do _ sl IMIP vl + + (80)
aQ  |pi]| 64n2E2 . |pi]| 64n%s [s+m?  t+m?  u+m?

For further details see, for example, Srednicki, Quantum Field Theory, http://web.physics.ucsb.edu/ mark/qft.html



